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Abstract

The paper presents the longwave radiance–to–flux conversion which has been devel-

opped, implemented and is currently applied to produce the Geostationary Earth

Radiation Budget (GERB) Edition-1 thermal flux data. The method is based on

theoretical regressions that link the anisotropic factor to the narrowband radiances

measured in the SEVIRI thermal channels. The radiative transfer computations

used to derive the regressions are described. Cross-comparisons of with the CERES

thermal flux indicates an underestimation of the limb–darkening in case of semi–

transparent high clouds (cirrus). It is shown that this problem can be in part solved

by using a specific regression for this kind of cloudiness. This work indicates a way

to improve the quality of the GERB thermal flux in subsequent Editions of the

GERB dataset.
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1 Introduction

Accurate measurement of the Outgoing Longwave Radiation (OLR) is of prime

importance to improve our understanding of the climate system. The human

activities are modifying the CO2 concentration in the atmosphere which in

turn is modifying the water vapour concentration and the cloudiness. All this is

directly affecting the way the Earth is losing energy at the Top Of Atmosphere

(TOA) by longwave thermal emission. Over the Meteosat field of view, accu-

rate measurements of the longwave broadband radiance are now available ei-

ther directly from the Geostationary Earth Radiation Budget (GERB)[Harries

et al., 2005] instrument or, indirectly, from the narrowband measurements of

the SEVIRI instrument. However, angular modeling of the radiation field is

still needed to estimate the flux from the single directional measurement. At

this level the geostationary orbit is known to be an inconvenient as any an-

gular modeling error is introducing regional biases in the OLR. Indeed, from

the geostationary orbit, a given region of the Earth is always observed with

the same viewing geometry. To give an example, from its geostationary orbit,

the GERB instrument will always observe the South faces of the Northern

hemisphere mountains and the opposite for the Southern hemisphere. In this

example, regional error with magnitude of up to 2% are observed [Clerbaux et

al., 2003b].

This paper presents the longwave angular modeling which has been devel-

opped, implemented and is currently used to produce the GERB Edition-1

dataset. The general methodology of the work is well established and has

been widely used: the limb–darkening is modelized using regressions on the

narrowband measurements of a multispectral infrared imager. The regression
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coefficients are derived as best fit on database of radiative transfer computa-

tions. Among many others, similar approach is followed by Schmetz and Liu

[1988] for the Meteosat first generation instrument, Ellingson et al. [1989] for

the HIRS or by Stubenrauch et al. [1993] for ScaRaB.

In the frame of the GERB project, a comprehensive validation of the Edition-1

thermal flux has been carried out and some limitations of the angular modeling

have been identified. The main source of angular conversion error is related

to the inaccurate modeling of the semitransparent high clouds (cirrus). A

specific regression is then proposed to improve the cirrus radiance–to–flux

conversion for a future second Edition of the GERB dataset. The MPEF OLR

(computation recipe pfrom the EUMETSAT web site) is also affected by an

underestimation of the TOA anisotropy, with an even higher magnitude than

for GERB.

The paper is structured as follows. The next section described the radiative

transfer computations over which the regressions are fitted. Then, the section

§3 details the angular modeling used to estimate the Edition–1 OLR. Sec-

tion §4 presents a possible improvement of this modeling for semi–transparent

high clouds. Finally, Section §5 summarizes the main results of intercompar-

isons between the GERB Edition–1 OLR and the same quantity inferred from

CERES observation from different viewing geometries.

2 Radiative transfer computations

A large database of TOA spectral radiance fields L(V ZA, λ) was built us-

ing the Santa Barbara DISORT Atmospheric Radiative Transfer (SBDART)

3



model [Ricchiazzi, 1998]. The simulations are performed for 4622 realistic con-

ditions of the Earth–atmosphere system, as described in Clerbaux et al. [2003].

The database is available from the RMIB GERB team web site 1 .

The atmospheric profile is from far the main input for the radiative trans-

fer computations in the thermal part of the spectrum. For the simulations,

the profiles from the TIGR–3 database [Chevallier et al., 2000] have been

used. This data has been kindly made available by the French Laboratoire de

Meteorologie Dynamique (LMD). The profiles provide, at 40 pressure levels

(1013, 955, ..., 0.05hPa), the temperature as well as thewater vapour and ozone

concentrations.

For each of the simulation, the surface skin temperature is set randomly and

with an uniform distribution of probability between [T0 − 15K and T0 + 15K

where T0 is the temperature in the lower level of the atmospheric profile. This

aims to account for the radiative heating or cooling of the surface. However,

in some day–time situations, much higher difference between surface and air

temperature are observed, as for example over clear desert at the beginning of

the afternoon. To simulate this, for 40% of the simulations, the surface skin

temperature is set randomly and with an uniform distribution of probability

between T0 and T0+50K. The surface emissivity ε must also be specified for the

simulations. Ideally, this emissivity should be spectraly dependent ε(λ) but,

unfortunately, realistic curves ε(λ) defined over the [2.5−100] µm interval are

not yet available. Spectraly unvariant emissivity is then used and set randomly

with an uniform distribution of probability between 0.85 and 1.

Realistic cloud covers should also be simulated. This is done for half of the

1 http://gerb.oma.be/SpectralRadiancesDB/
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simulations, the other half being cloud free. The cloudiness can consist of

up to 3 different overlapping cloud layers. The characteristics of these layers

are independent one to the others. The lower cloud layer is simulated with a

probability of 50%, is located at a height between 500m and 3500m (uniform

distribution of probability), and is always constituted of water droplets. The

probability of middle level cloud is 40%, the layer is located between 4000m

and 7000m and is constituted of ice particles in 25% of the cases and water

droplets in 75% of the cases. The probability of high level cloud is 30%, the

layer is located between 7000m and 16000m and is always constituted of ice

particles. For a water phase layer, 2 kinds of clouds are simulated with an equal

probability: precipitating and non-precipitating clouds. The effective radius of

the droplet size distribution is then chosen randomly and with an uniform

distribution of probability within [2 : 25] µm for non-precipitating clouds

and [25 : 128] µm for precipitating clouds. For a ice phase layer, the single

scattering co–albedo (1− a) predicted using the Mie theory, is modified by a

multiplicative factor chosen randomly in the range [0.5 : 1], as suggested by

Ricchiazzi et al. [1998]. The single scattering co–albedo is the ratio between

the probability of absorption and the probability of scattering. Finally, the

optical thickness of the cloud layers should be specified. The type is selected

randomly with an equal probability between : thin, medium and thick layer.

The optical thickness is then selected randomly within [0 : 3.6] (thin), [3.6 : 23]

(medium) and [23 : 379] (thick). These values are chosen to match the ISCCP

cloud classification.

No stratospheric aerosol are added in the simulations. The type of boundary

layer aerosol is chose randomly and with an equal probability within: none,

rural, urban, oceanic, tropospheric. The SBDART model default parameteri-
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zation and wavelength dependency are used.

The computations have been done at 431 wavelengths λ covering the thermal

region [2.5− 100] µm. (the lower and upper limits for SBDART thermal sim-

ulation). Between 2.5 µm and 20 µm a walength increment of δλ = 0.05µm is

used while between 20 µm and 100 µm the increment is δλ = 1.0µm, to limit

the computation time. The spectral radiance curves L(λ) are then extended

up to 500µm using the planck’s law with brightness temperature given by the

radiative transfer model at 100µm. All the simulations are done with the in-

coming solar radiation turned off in order to simulate only the radiation due

to the planetary thermal emission. For each wavelength and each simulation,

the spectral flux F (λ) is computed as well as the spectral radiance field with

a 5◦ resolution in viewing zenith angle (V ZA = 0◦, 5◦, 10◦, ..., 85◦).

Being a plane–parallel radiative transfer model, SBDART can not simulate

neither the anisotropy due to structured surfaces [Otterman et al., 1997] nor

the anisotropy due to broken cloud fields [Duvel et al., 1984]. On the other

hand, the database is representative of the anisotropy due to surface tem-

perature, atmospheric constituent profiles and due to stratiform cloud covers,

including the strong anisotropy due to semi–transparent high clouds (cirrus).

For each element in the database, the broadband (BB) flux F , the BB radiance

L(V ZA) and the anisotropic factors R(V ZA) = πL(V ZA)/F are evaluated

at V ZA = {0◦, 5◦, ..., 85◦}, as well as the narrowband radiances in the 7 SE-

VIRI thermal channels (the IR 3.9 channel is discarded due to day-time solar

contamination). The Fig. (1, top) shows the scatterplot of the anistropic fac-

tor at nadir R(V ZA = 0◦) versus the thermal radiance L(V ZA = 0◦) for the

4622 simulations. In general the anisotropic factor R(0◦) increases more or
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less linearly with the BB radiance L. This is the effect of the temperature dif-

ference between the surface and the atmosphere. As an exception, the strong

anisotropy induced by semi–transparent high clouds is clearly visible in the

figure. This scatterplot shows that, even using a simple plane–parallel radia-

tive transfer model like SBDART, it is possible to generate radiance fields at

the TOA exhibiting large dispersion in term of anisotropy.

3 GERB Edition-1 LW ADM

For the first Edition of the GERB Level 2 dataset, a second order regresssion

on the SEVIRI WV 6.2, IR 10.8, IR 12 and IR 13.4 is used to estimate the

anisotropic factor

R = c 0 + c1L6.2 + c2L10.8 + c3L12 + c4L13.4 + c5L
2
6.2 + c6L10.8L6.2 +

c 7L
2
10.8 + c8L12L6.2 + c9L12L10.8 + c10L

2
12 + c11L13.4L6.2 + (1)

c 12L13.4L10.8 + c13L12L10.8 + c14L
2
13.4

where the narrowband radiances {Lch} are expressed in [Wm−2sr−1] unit.

The radiances in the WV 7.3, IR 8.7 and IR 9.7 SEVIRI channels have been

discarded due to their sensitivity on the surface emissivity ε. The IR 3.9 ra-

diance is not used due to day-time solar contamination in this channel. The

coefficients {ci} in Eq. (2) are fitted on the database (least mean square min-

imization) for the different V ZA = 0◦, 5◦, ..., 85◦. Before the fit, the simulated

NB radiances are randomly altered with a gaussian noise having standard

deviation equal to 10% of the average radiance in the channel. This is imple-

mented to avoid that the regressions exploit too tiny correlation between the

different NB channels. This 10% noise should simulate the effect of SEVIRI
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Fig. 1. Scatter plots of the anisotropic factor R(V ZA) versus the thermal radiance

L(V ZA) for 3 angles of observation: V ZA = 0◦ (top), V ZA = 50◦ (center) and

V ZA = 75◦ (bottom). The 4622 elements in the database are plotted using the

ISCCP cloud classification. 8



thermal channel calibration (about 2%) and the effect of difference in surface

emissivity between the channels (∼ 8%). The Tab.(1) gives the best fit coef-

ficients {ci} valid for the SEVIRI instrument on MSG-1. The coefficients are

slightly different for the MSG-2 satellite (not given here).

9



V
Z
A

c
0

c
1

c
2

c
3

c
4

c
5

c
6

c
7

c
8

c
9

c
1
0

c
1
1

c
1
2

c
1
3

c
1
4

0
0

0
.9

9
8
2
4
9

-0
.0

4
4
5
0
2

0
.0

0
8
8
5
8

0
.0

0
8
9
3
0

0
.0

0
2
3
1
8

0
.0

2
6
6
3
1

-0
.0

0
0
5
8
4

0
.0

0
1
2
0
3

-0
.0

0
1
4
6
7

-0
.0

0
1
6
7
5

0
.0

0
0
2
2
5

-0
.0

0
0
5
5
9

-0
.0

0
1
3
8
7

0
.0

0
0
3
9
7

0
.0

0
0
0
7
0

0
5

0
.9

9
8
3
2
5

-0
.0

4
4
0
6
8

0
.0

0
8
7
7
6

0
.0

0
8
8
4
1

0
.0

0
2
2
8
1

0
.0

2
6
4
4
5

-0
.0

0
0
5
8
8

0
.0

0
1
1
9
3

-0
.0

0
1
4
4
0

-0
.0

0
1
6
6
1

0
.0

0
0
2
2
0

-0
.0

0
0
5
7
1

-0
.0

0
1
3
7
2

0
.0

0
0
3
9
9

0
.0

0
0
0
6
8

1
0

0
.9

9
8
4
8
7

-0
.0

4
2
7
1
2

0
.0

0
8
5
3
3

0
.0

0
8
5
8
1

0
.0

0
2
1
7
9

0
.0

2
5
8
6
9

-0
.0

0
0
5
9
5

0
.0

0
1
1
6
0

-0
.0

0
1
3
5
9

-0
.0

0
1
6
1
9

0
.0

0
0
2
0
8

-0
.0

0
0
6
1
4

-0
.0

0
1
3
2
8

0
.0

0
0
4
0
6

0
.0

0
0
0
6
1

1
5

0
.9

9
8
6
2
0

-0
.0

4
0
3
3
5

0
.0

0
8
1
3
1

0
.0

0
8
1
5
6

0
.0

0
2
0
2
1

0
.0

2
4
8
6
0

-0
.0

0
0
6
0
0

0
.0

0
1
1
0
6

-0
.0

0
1
2
3
3

-0
.0

0
1
5
4
8

0
.0

0
0
1
8
7

-0
.0

0
0
6
9
6

-0
.0

0
1
2
5
4

0
.0

0
0
4
1
4

0
.0

0
0
0
5
0

2
0

0
.9

9
8
6
7
4

-0
.0

3
6
8
6
6

0
.0

0
7
5
6
5

0
.0

0
7
5
6
9

0
.0

0
1
8
2
0

0
.0

2
3
3
7
0

-0
.0

0
0
5
9
6

0
.0

0
1
0
2
8

-0
.0

0
1
0
6
7

-0
.0

0
1
4
4
4

0
.0

0
0
1
5
8

-0
.0

0
0
8
1
9

-0
.0

0
1
1
5
2

0
.0

0
0
4
2
2

0
.0

0
0
0
3
7

2
5

0
.9

9
8
6
4
9

-0
.0

3
2
2
6
2

0
.0

0
6
8
2
2

0
.0

0
6
8
1
4

0
.0

0
1
5
8
4

0
.0

2
1
3
4
8

-0
.0

0
0
5
7
8

0
.0

0
0
9
2
5

-0
.0

0
0
8
7
0

-0
.0

0
1
3
0
6

0
.0

0
0
1
2
2

-0
.0

0
0
9
7
8

-0
.0

0
1
0
2
1

0
.0

0
0
4
2
4

0
.0

0
0
0
2
2

3
0

0
.9

9
8
4
7
1

-0
.0

2
6
3
9
1

0
.0

0
5
8
9
4

0
.0

0
5
8
9
4

0
.0

0
1
3
3
0

0
.0

1
8
6
9
8

-0
.0

0
0
5
3
5

0
.0

0
0
7
9
4

-0
.0

0
0
6
5
8

-0
.0

0
1
1
2
6

0
.0

0
0
0
8
2

-0
.0

0
1
1
7
2

-0
.0

0
0
8
6
2

0
.0

0
0
4
1
5

0
.0

0
0
0
0
7

3
5

0
.9

9
7
9
1
6

-0
.0

1
9
0
1
0

0
.0

0
4
7
8
1

0
.0

0
4
8
2
3

0
.0

0
1
0
8
7

0
.0

1
5
2
6
4

-0
.0

0
0
4
4
5

0
.0

0
0
6
3
4

-0
.0

0
0
4
5
9

-0
.0

0
0
9
0
0

0
.0

0
0
0
3
6

-0
.0

0
1
4
0
8

-0
.0

0
0
6
7
9

0
.0

0
0
3
8
7

-0
.0

0
0
0
0
4

4
0

0
.9

9
6
7
2
2

-0
.0

0
9
8
2
7

0
.0

0
3
4
8
9

0
.0

0
3
6
2
0

0
.0

0
0
8
8
4

0
.0

1
0
8
2
2

-0
.0

0
0
2
7
9

0
.0

0
0
4
4
2

-0
.0

0
0
3
1
2

-0
.0

0
0
6
2
1

-0
.0

0
0
0
1
3

-0
.0

0
1
6
8
6

-0
.0

0
0
4
7
9

0
.0

0
0
3
3
3

-0
.0

0
0
0
0
5

4
5

0
.9

9
4
7
1
5

0
.0

0
1
4
1
0

0
.0

0
2
0
2
8

0
.0

0
2
2
9
3

0
.0

0
0
7
3
8

0
.0

0
5
0
9
7

-0
.0

0
0
0
0
5

0
.0

0
0
2
1
7

-0
.0

0
0
2
7
6

-0
.0

0
0
2
8
1

-0
.0

0
0
0
6
4

-0
.0

0
1
9
7
1

-0
.0

0
0
2
7
6

0
.0

0
0
2
4
4

0
.0

0
0
0
0
9

5
0

0
.9

9
1
7
2
8

0
.0

1
4
9
9
2

0
.0

0
0
4
2
9

0
.0

0
0
8
4
2

0
.0

0
0
6
5
1

-0
.0

0
2
3
0
3

0
.0

0
0
4
0
8

-0
.0

0
0
0
4
2

-0
.0

0
0
4
3
5

0
.0

0
0
1
2
4

-0
.0

0
0
1
1
4

-0
.0

0
2
1
8
2

-0
.0

0
0
0
8
6

0
.0

0
0
1
1
7

0
.0

0
0
0
4
5

5
5

0
.9

8
7
4
1
2

0
.0

3
1
3
1
9

-0
.0

0
1
2
3
5

-0
.0

0
0
7
3
2

0
.0

0
0
6
2
6

-0
.0

1
2
0
1
9

0
.0

0
0
9
9
6

-0
.0

0
0
3
3
0

-0
.0

0
0
9
2
5

0
.0

0
0
5
9
1

-0
.0

0
0
1
5
7

-0
.0

0
2
1
4
6

0
.0

0
0
0
6
1

-0
.0

0
0
0
4
6

0
.0

0
0
1
0
6

6
0

0
.9

8
1
3
0
4

0
.0

5
0
7
3
0

-0
.0

0
2
8
3
4

-0
.0

0
2
4
4
7

0
.0

0
0
6
5
8

-0
.0

2
5
1
0
4

0
.0

0
1
7
5
9

-0
.0

0
0
6
3
5

-0
.0

0
1
9
3
7

0
.0

0
1
0
9
5

-0
.0

0
0
1
7
8

-0
.0

0
1
4
6
7

0
.0

0
0
1
2
5

-0
.0

0
0
2
3
5

0
.0

0
0
1
8
4

6
5

0
.9

7
3
2
8
4

0
.0

7
3
0
3
0

-0
.0

0
4
1
9
6

-0
.0

0
4
4
2
5

0
.0

0
0
6
9
9

-0
.0

4
3
2
5
9

0
.0

0
2
5
4
9

-0
.0

0
0
9
3
4

-0
.0

0
3
7
0
5

0
.0

0
1
5
8
4

-0
.0

0
0
1
4
1

0
.0

0
0
7
9
5

0
.0

0
0
0
7
1

-0
.0

0
0
4
3
2

0
.0

0
0
2
4
3

7
0

0
.9

6
3
8
6
8

0
.0

9
6
9
7
2

-0
.0

0
5
1
4
0

-0
.0

0
6
9
4
3

0
.0

0
0
6
1
8

-0
.0

6
9
5
4
6

0
.0

0
2
7
6
7

-0
.0

0
1
1
9
1

-0
.0

0
6
3
9
8

0
.0

0
1
9
7
5

0
.0

0
0
0
1
0

0
.0

0
6
7
7
3

-0
.0

0
0
1
1
3

-0
.0

0
0
6
2
9

0
.0

0
0
1
9
2

7
5

0
.9

5
3
5
9
0

0
.1

1
8
9
5
8

-0
.0

0
5
5
9
7

-0
.0

1
0
2
7
8

0
.0

0
0
2
1
7

-0
.1

1
0
4
2
9

0
.0

0
0
6
6
8

-0
.0

0
1
4
0
3

-0
.0

0
9
7
6
7

0
.0

0
2
2
3
4

0
.0

0
0
3
0
8

0
.0

2
1
3
7
4

-0
.0

0
0
3
3
8

-0
.0

0
0
9
0
8

-0
.0

0
0
1
8
0

8
0

0
.9

4
2
7
7
5

0
.1

2
5
5
6
3

-0
.0

0
6
3
3
5

-0
.0

1
4
2
7
4

-0
.0

0
0
4
9
6

-0
.1

7
6
1
3
2

-0
.0

0
8
3
7
4

-0
.0

0
1
6
8
8

-0
.0

1
2
3
2
4

0
.0

0
2
5
4
4

0
.0

0
0
6
5
0

0
.0

5
6
4
8
2

-0
.0

0
0
1
3
8

-0
.0

0
1
5
9
0

-0
.0

0
1
4
6
3

8
5

0
.9

3
6
1
8
4

0
.0

9
7
4
1
8

-0
.0

1
4
1
2
5

-0
.0

2
2
2
7
7

0
.0

0
3
3
4
3

-0
.2

3
9
6
1
6

-0
.0

3
4
1
6
7

-0
.0

0
2
1
4
7

-0
.0

0
8
0
1
6

0
.0

0
3
2
3
5

0
.0

0
1
0
2
6

0
.1

2
4
5
8
3

0
.0

0
2
0
1
2

-0
.0

0
2
9
5
7

-0
.0

0
5
4
6
2

T
ab

le
1

C
oe

ffi
ci

en
ts

c i
of

th
e

re
gr

es
si

on
E

q.
(2

)
to

es
ti

m
at

e
th

e
br

oa
db

an
d

an
is

ot
ro

pi
c

fa
ct

or
R

as
a

fu
nc

ti
on

of
th

e
SE

V
IR

I
on

M
SG

-1
na

rr
ow

ba
nd

ra
di

an
ce

in
th

e
ch

an
ne

ls
W

V
6.

2,
IR

10
.8

,
IR

12
an

d
IR

13
.4

.

10



 0

 1

 2

 3

 4

 5

 6

 7

 0  10  20  30  40  50  60  70  80  90

R
M

S
 e

rr
or

 o
n 

R
  [

pe
rc

en
t]

Viewing Zenith Angle [degree]

Fig. 2. Residual RMS error [%] of the regression Eq.(2) according to the viewing

zenith angle.

The Fig.(2) gives radiance–to–flux conversion error according to the viewing

zenith angle. The Figure shows a noticeable minimum for viewing zenith an-

gle close to 50◦ which is a well-known fact. For nadir view, the LW angular

modelling introduces a RMS error of about 2% in term of anisotropic factor.

About the half of this error is due to the high semi-transparent clouds, as

showed in Clerbaux et al. [2003].

4 Cirrus clouds processing

The GERB Edition-1 data exhibits a clear underestimation of the anisotropy

in presence of cirrus clouds. Theoretical study indicates that the maximum

effect of this kind of cloud on the longwave anisotropy is observed for cloud

optical thickness of about τ0.55µm ∼ 1.5, this value being slightly dependent

on the cloud height. The GERB cloud retrieval is not helpful to detect this
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Fig. 3. Illustration of the detection of semi–transparent high cloud (in white) with

Eq.(2) for the SEVIRI repeat cycle 200407100000.

kind of clouds, as the cloud retrieval is based on the SEVIRI visibles channels

and can then only be applied during day–time. Others cloud retrievals like

the EUMETSAT MPEF processing or the Nowcasting SAF cloud products do

not provide the cloud optical thickness. We have then used a rough detection

of this kind of clouds by analyzing the difference of brightness temperatures

in the 10.8µm and 12µm channels. The following simple test is used to detect

the high semi–transparent clouds

T10.8 <Tmax

T10.8 − T12 > ∆Tmin (2)

The thresholds Tmax and ∆Tmin are dependent on the V ZA and are estimated

from the SBDART simulations in such a way that the number of selected

clouds is 10% of the total number of cloudy cases. The Fig. (3) illustrates this

very simple detection of high semi–transparent clouds.
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We have used this criteria to select high semi-transparent clouds in our database

of SBDART simulations and to derive a specific regression applicable for this

kind of cloudiness. The following very simple anisotropic model is proposed:

R = a + b(T10.8 − 268K) + c(T10.8 − T12 − 2.65K) (3)

where the regression parameters a, b, c are dependent on the V ZA, as for the

general model of Eq.(2). The values 268K and 2.65K are introduced to have

the a parameter more or less representative of the anisotropic factor R. The

value of the thresholds for Eq.(2) and the best-fit parameters for Eq.(3) are

given in Tab.(2).

5 Validations using CERES observations

5.1 The CERES data

The GERB angular modeling is validated by comparison with colocated fluxes

provided by the Cloud and the Earth’s Radiant Energy System (CERES)

[Wielicki et al., 1996] instruments on the Terra and Aqua satellites. Here-

after, we focus on FM3 instruments data for 21–27 June and 11–17 Dec. 2004.

The FM3 instrument is operated in the Rotating Azimuth Plane (RAP) scan

mode which provides an excellent angular sampling of the radiance field at the

TOA. Indeed, a given place on the Earth, which is always observed with the

same viewing geometry from from Meteosat, is observed during the CERES

overpasses from more or less random angles.
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VZA Tmax DTmin a b c

00 299.282313 1.615675 1.098666 -0.000317 0.009330

05 299.250155 1.617385 1.097650 -0.000311 0.009314

10 299.104791 1.616820 1.094740 -0.000313 0.009213

15 298.742661 1.629715 1.090615 -0.000334 0.008576

20 298.419897 1.638374 1.084360 -0.000306 0.007736

25 297.796925 1.648752 1.076127 -0.000322 0.006849

30 297.382058 1.648369 1.066005 -0.000305 0.005495

35 296.836573 1.653364 1.053050 -0.000213 0.004210

40 296.534942 1.652370 1.037383 -0.000037 0.002755

45 295.380668 1.654829 1.019367 0.000171 0.001147

50 294.537985 1.663524 0.999512 0.000425 -0.001072

55 293.744438 1.663545 0.977818 0.000715 -0.003765

60 292.766850 1.688397 0.952388 0.001223 -0.005867

65 290.610468 1.717363 0.926658 0.001656 -0.009296

70 289.035410 1.876048 0.903462 0.002000 -0.014420

75 287.241836 2.153261 0.890758 0.001133 -0.023426

80 283.987527 2.665751 0.869622 -0.000863 -0.023848

85 277.608639 3.536088 0.816913 -0.002718 -0.021795

Table 2

Coefficients ci of the regression Eq. (2) to estimate the broadband anisotropic factor

R as a function of the SEVIRI on MSG-1 narrowband radiances in the channels WV

6.2, IR 10.8, IR 12 and IR 13.4.

5.2 Flux bin analysis

The difference between the geostationary thermal flux (which can be GERB–

like 2 Ed-1, GERB–like + cirrus processing or MPEF OLR) and the CERES

2 The GERB–like data are derived from SEVIRI narrowband–to–broadband con-

version [Clerbaux et al., 2005] followed with exactly the same radiance–to–flux con-
14
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flux is analysed in bins of 20Wm−2. Then, the difference (GEO - CERES) is

fitted as a linear function of the GERB viewing zenith angle V ZA:

FGEO − FCERES = a(FGEO)
52.5− V ZA

52.5
+ b(FGEO) (4)

The fit parameter a indicates remaining angular dependency in the radiance–

to–flux conversion while the parameter b is symptomatic of the overall offset

between the 2 datasets. The Fig. (3) displays the values of these parameters

in the 20Wm−2 bins. In average, the GEO and CERES fluxes are in good

agreement. However, the anisotropy is underestimated (positive a value) for

cold and for very hot scenes, with maximum anisotropy error located at ∼

170Wm−2 and∼ 330Wm−2, respectively. The first maximum (up to 16Wm−2)

is introduced by the high anisotropy in case of high semi–transparent clouds.

This problem is partly reduced by the dedicated cirrus ADM proposed in §4.

The cause of the second maximum is not clear at this time. It can be due

to surface emissivity problem over hot desert or to 3–dimensional effects of

cloud fields. The MPEF OLR algorithm (blue curve) exhibits the same kind

of angular modeling error but with higher underestimation of the anisotropy.

5.3 Regional scale analysis

The Fig. (4) shows the ratio between the GERB Ed-1 and the CERES flux

in boxes of 5*5 ARG pixels (∼ 250km). The nadir thermal flux overestima-

tion is visible in area of tropical cloudiness and this area follows the seasonal

displacement of the ITCZ.

version as for the actual GERB data.
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Fig. 5. Day time ratio between GERB Ed1 and CERES FM3 OLR for June (right)

and December (left) 2004. The red circle indicates the 70◦ viewing zenith angle.

6 Conclusions

The validation of the radiance–to–flux conversions is of prime importance

when Earth Radiation Budget components are inferred from geostationary
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observations. At this level, data from the CERES instruments operated in

RAP scan mode are very useful as providing a good sampling of all the upper

hemisphere directions.

Although the GERB and CERES fluxes agree well in average, the methodology

allows the detection of angular dependency problem in the GERB Edition-1

dataset. The main problem concerns semi–transparent high clouds where rela-

tive error of up to 20% are introduced during the radiance–to–flux conversion

when the radiance is observed at the nadir. This limitation has been included

in the GERB Edition-1 Quality Summary document [Russel, 2006]. However,

this work shows that this problem can be reduced by a better exploitation

of the information available in the SEVIRI channels, for example through a

specific cirrus angular model.

It is worth to note that similar problem is observed in the OLR derived from

Meteosat First Generation data with the scheme of Schmetz and Liu [1988]. In

this case it is much more difficult to detect cirrus clouds than with MSG (there

is only one WV and one IR channel on the first generation of EUMETSAT

geostationary satellite) and to apply a cirrus ADM model. However, the Eq.(4)

can still be use to correct the OLR in a statistical point of view.
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H. and Mehta, A. and Chéruy, F. and Prabhakara, C., 1997: Modeling

Zenith-Angle Dependence of Outgoing Longwave Radiation: Implication

for Flux measurements, Remote Sensing of Environment, 62, 90–100.

[9] Ricchiazzi, P. and Yang, S. and Gautier, C. and Sowle, D., 1998: SBDART:

A Research and Teaching Software Tool for Plane-Parallel Radiative Trans-

fer in the Earth’s Atmosphere, Bulletin of the American Meteorological

19



Society, 79, 2101–2114.

[10] Russel, J., 2006: Quality Summary for the GERB Edition-1 L2 ARG

products. Available at

ftp://gerb.oma.be/Documents/GERBED1 ARG QS.pdf

[11] Schmetz, J. and Liu, Q., 1988: Outgoing longwave radiation and its di-

urnal variation at regional scales derived from METEOSAT, Journal of

Geophysical Research. Vol. 93 (D9): 11192–11204.

[12] Stubenrauch, C.J. and Duvel, J.P. and Kandel, R.S., 1993: Determina-

tion of Longwave Anisotropic Emission Factors from Combined Broad-

and Narrowband Radiance Measurements, Journal of Applied Meteorol-

ogy, Vol. 32, 848–856.

[13] Wielicki, B. A., et al., 1996: Clouds and the Earth’s Radiant Energy

System (CERES): An Earth Observing System Experiment, Bulletin of

the American Meteorological Society, Vol. 77: 853–868.

Acknowledgment

We are grateful to the Atmospheric Sciences Data Center at NASA Langley

Research Center for providing the CERES data used in this study.

20


