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ABSTRACT

The method used to estimate the unfiltered longwave broadband radiance from the filtered radiances
measured by the Geostationary Earth Radiation Budget (GERB) instrument is presented. This unfiltering
method is used to generate the first released edition of the GERB-2 dataset. This method involves a set of
regressions between the unfiltering factor (i.e., the ratio of the unfiltered and filtered broadband radiances)
and the narrowband observations of the Spinning Enhanced Visible and Infrared Imager (SEVIRI) instru-
ment. The regressions are theoretically derived from a large database of simulated spectral radiance curves
obtained by radiative transfer computations. The generation of this database is fully described.

Different sources of error that may affect the GERB unfiltering have been identified and the associated
error magnitudes are assessed on the database. For most of the earth-atmosphere conditions, the error
introduced during the unfiltering processes is well under 0.5% (RMS error of about 0.1%). For more
confidence, the unfiltered radiances of GERB-2 are validated by cross comparison with collocated and
coangular Clouds and the Earth’s Radiant Energy System (CERES) observations. The agreement between
the unfiltered radiances is within the science goals (1% accuracy for GERB and 0.5% for CERES) for the
Flight Model 2 (FM2). For the CERES Flight Model 3 (FM3) instrument, an overall difference of 1.8% is
observed. The intercomparisons indicate some scene-type dependency, which is due to the unfiltering for

the cloudy scenes. This should be corrected for subsequent editions of the database.

1. Introduction

This paper describes the methodology used to deter-
mine the unfiltered longwave radiance from the filtered
radiances of the Geostationary Earth Radiation Budget
(GERB)-2 instrument on the Meteosat Second Genera-
tion (MSG)-1. The unfiltering of the shortwave channel
is described in Clerbaux et al. (2008, hereafter Part I),
which is presumed to be known by the reader.

As previous broadband instruments like the Clouds
and the Earth’s Radiant Energy System (CERES;
Wielicki et al. 1996) or the Scanner for Radiation Bud-
get (ScaRaB), the GERB longwave (LW) radiance is
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obtained as the difference between a total (TOT) and a
shortwave (SW) measurement. However, for GERB,
some difficulties arise from the fact that those measure-
ments may differ significantly in time (up to 170 s) and
location. Dewitte et al. (2008) describe how this is
handled by the data processing. The GERB instrument
contains a linear array of 256 detector elements, and
this is also challenging as each detector has its own
spectral sensitivity. On the other hand, the unfiltering
can make use of abundant spectral information pro-
vided by seven narrowband (NB) infrared measure-
ments of the Spinning Enhanced Visible and Infrared
Imager (SEVIRI; Schmetz et al. 2002), the operational
weather imager on board the MSG satellite series.
The paper is structured as follows. First, the spectral
response curve of the GERB-2 longwave channel is
presented. Section 3 states the unfiltering problem as
well as some operational constraints for the implemen-
tation of this part of the GERB data processing. Section
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4 presents the radiative transfer computations that are
used to parameterize the unfiltering. A comprehensive
description of the unfiltering is provided in section 5.
This includes the details of the method and the param-
eters derived for the GERB-2 instrument. Based on
radiative transfer computations, the theoretical errors
introduced by the unfiltering processes are assessed in
section 6. Section 7 presents the results of an intercom-
parison of GERB-2 and CERES Flight Model 2 (FM2)
and 3 (FM3) unfiltered radiance. This intercomparison
is an overall validation of the GERB unfiltered radi-
ance, which includes the effects of the characterization
of the instrument spectral response as well as the errors
introduced during the unfiltering. A final discussion of
the GERB longwave channel unfiltering is provided in
section 8.

2. The GERB longwave spectral response

Successive GERB scans measure the total radiation
(TOT channel) and the shortwave radiation (Harries et
al. 2005). The shortwave measurement is realized
through a quartz filter, which only transmits wave-
lengths shorter than about 4.0 wm, while the total mea-
surement is realized without the filter. The longwave
(synthetic) channel is defined as the subtraction

WD) = (A — A% o), (1)

with the A% factor set for each detector in such a way
that the LW radiance is zero for a Planck’s spectrum at
5800 K:

f Dt (M) Lsgoo k(A) dA
Adet —

. 2)
f (V) Lsgoo k(A) dA

Figure 1 shows the synthetic longwave spectral re-
sponse curve ¢, (A) determined from the measured
GERB SW and TOT responses using Egs. (1) and (2).
Although individual curve exists for each detector, the
figure only shows the average over the 256 detector
elements of the GERB-2 instrument:

1 256
o det

OV = 555 2 BV 3)
This curve is the system-level spectral response that
gathers the responses of the detector, the quartz filter,
the three mirrors of the reflective telescope, and the

de-spin and depolarization mirrors.
The longwave channel presents its highest sensitivity
between 5 and 50 um. This sensitivity is more or less
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FiG. 1. LW average spectral response for the GERB-2
instrument.

constant, although the minimum is observed near A ~9
pm (¢, ~ 0.85) and the maximum near A ~11.5 pm
(¢ ~0.97). These variations are due to the five mirrors
of the instrument’s optics.

3. Problem statement and constraints

To be scientifically useful, the filtered radiances L.,
and L, measured by the instrument must be converted
to unfiltered emitted thermal radiance L, the radiance
that would have been measured by a perfect broadband
instrument [i.e., ¢,(A) = 1, VA] sensitive only to the
infrared radiation that is emitted by our planet:

Ly, = J’Lth(/\) dA. 4)

A spatial and temporal processing (Dewitte et al.
2008) is realized to interpolate the TOT measurements
to the point spread function (PSF) and acquisition time
of the SW measurements. The GERB synthetic filtered
longwave radiance is then defined as

__ 7 interpolated det
Llw - Ltot P —A st' (5)

This longwave radiance L, consists mainly to emit-
ted thermal radiation L,y ,, but also includes a small
contribution L, . because of the reflected solar radia-
tion:

Llw = Llw,th + Llw,sol’

= f Lin(MN)dr(A) dX + f LM (X) dX. (6)

The sign of the solar contribution L, ., is, in general,
negative because the ¢y, (\) presents small negative val-
ues in the visible part of the spectrum (Fig. 1). This
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comes from the definition of the synthetic longwave
radiance that has zero radiance when a 5800-K black-
body is observed. The unfiltering factor for the LW
channel is defined as the ratio

oy = L/ Llw,th' (7)

For the same reason as for the shortwave channel
(Part I), the unfiltering is realized in two steps. In a first
step, the NB infrared measurements of the SEVIRI
imager are used to estimate the broadband unfiltered
thermal radiance L, and the filtered longwave radi-
ance L. In the second step, the two SEVIRI estimates
are convolved with the GERB dynamic PSF and tem-
porally interpolated to match the GERB measure-
ments. The GERB unfiltered thermal radiance is finally
obtained by multiplying the filtered radiance L,,, given
by Eq. (5) by a factor equal to the ratio of the SEVIRI
estimated unfiltered and filtered radiances:

L. =1 L—‘/h =L’ #
th tw Ll,w,th + Ll’w,sol th Ll,w,th + Ll’w,sol ’
@®)

The advantages of this approach have been discussed
in Part I. It must be recognized that the solar contami-
nation Lj, g, is not properly accounted for in Eq. (8).
Indeed, it would have been more rigorous to estimate
the unfiltered GERB radiance as

' Lt/h ' Lllw B Ll’W,SOl
Lth = (Llw - Llw,sol)<L]r h)|::Lth< Llr " ’
w,t w,t

9

so that the result is not dependent on the absolute
SEVIRI calibration that affects the L, and Ly, , (cali-
bration error cancels in the ratio). The unfiltering error
introduced in the edition 1 GERB data due to the use
of Eq. (8) instead of Eq. (9) is, however, very small and
is quantified in section 6c.

4. Radiative transfer computations

A large database of simulated spectral radiance
curves L, (M) is built using version 1.21 of the Santa
Barbara discrete ordinate radiative transfer (DISORT)
Atmospheric Radiative Transfer (SBDART; Ricchiazzi
et al. 1998) model. The simulations are performed for
4622 realistic conditions of the earth—atmosphere sys-
tem, as described in Clerbaux et al. (2003). The data-
base is available from the Royal Meteorological Insti-
tute of Belgium (RMIB) GERB team Web site (http:/
gerb.oma.be/SpectralRadiancesDB/).

All the simulations are made with the incoming solar

JOURNAL OF ATMOSPHERIC AND OCEANIC TECHNOLOGY

VOLUME 25

radiation turned off to simulate only the radiation due
to the planetary thermal emission L,(A). The compu-
tations have been made at 431 wavelengths A covering
the thermal region 2.5-100 wm, which are the lower and
upper limits for SBDART thermal simulation. Between
2.5 and 20 pm a wavelength increment of 6A = 0.05 um
is used, while between 20 and 100 wm the increment
is 60 = 1.0 um, to limit the computation time. The
spectral radiance curves L(\) are then extended up to
500 wm using Planck’s law with the brightness tempera-
ture given by the radiative transfer model at 100 wm.
For each wavelength and each simulation, the spectral
radiance field is computed with a 5° resolution in view-
ing zenith angle (VZA = 0°, 5°, 10° ..., 85°). The
DISORT computations are performed using 16 streams
to obtain an accurate representation of the dependency
of the scene spectral signature L(\) with the VZA.

The atmospheric profile is by far the primary input
for the radiative transfer computations in the thermal
part of the spectrum. For the simulations, the profiles
compiled in the Thermodynamic Initial Guess Re-
trieval, version 3 (TIGR-3) database (Chevallier et al.
2000) have been used. These data have been kindly
made available by the Laboratoire de Meteorologie
Dynamique. The profiles provide, at 40 pressure levels
(1013, 955, .. ., 0.05 hPa) the height, temperature, and
concentrations in water vapor and ozone.

For each simulation, the surface skin temperature is
set randomly and with a uniform distribution of prob-
ability between T, — 15 K and 7, + 15 K, where Tj, is
the temperature at the lower atmospheric profile level.
This aims to account for the radiative heating or cooling
of the surface. However, in some daytime situations,
much higher differences between the surface and air
temperature are observed, as, for example, over clear
desert at the beginning of the afternoon. To simulate
this, for 40% of the simulations, the surface skin tem-
perature is set randomly and with uniform distribution
of probability between T, and 7, + 50 K. The surface
emissivity € must also be specified for the simulations.
Ideally, this emissivity should be spectrally dependent €
(A) but, unfortunately, realistic curves e (A) defined
over the 2.5-100-wm interval are not yet available.
Spectrally invariant emissivity is then used and set ran-
domly with a uniform distribution of probability be-
tween 0.85 and 1.

Realistic cloud covers should also be simulated. This
is done for half of the simulations; the other half is
cloud free. The cloudiness can consist of up to three
different overlapping cloud layers. The characteristics
of these layers are each independent of the others. The
lower cloud layer is simulated with a probability of
50%, is located at a height between 500 and 3500 m
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(uniform distribution of probability), and is always con-
stituted of water droplets. The probability of middle-
level cloud is 40%, the layer is located between 4000
and 7000 m, and it is constituted of ice particles in 25%
of the cases and water droplets in 75% of the cases. The
probability of high-level cloud is 30%, the layer is lo-
cated between 7000 and 16 000 m, and it is always con-
stituted of ice particles. For a water phase layer, two
kinds of clouds are simulated with an equal probability:
precipitating and nonprecipitating clouds. The effective
radius of the droplet size distribution is then chosen
randomly and with a uniform distribution of probability
within [2: 25] wm for nonprecipitating clouds and within
[25: 128] wm for precipitating clouds. For an ice phase
layer, the single-scattering coalbedo (1 — a) predicted
using the Mie theory is modified by a multiplicative
factor chosen randomly in the range [0.5: 1], as sug-
gested by Ricchiazzi et al. (1998). The single-scattering
coalbedo is the ratio between the probability of absorp-
tion and the probability of scattering. Finally, the opti-
cal thickness of the cloud layers must be specified. The
thickness class is selected randomly with an equal prob-
ability between thin, medium, and thick layers. The op-
tical thickness (at 0.55 wm) is then selected randomly
within [0: 3.6] (thin), [3.6: 23] (medium), and [23: 379]
(thick); in each case there is a uniform distribution
of probability. These threshold values for cloud opti-
cal thickness and cloud height are adopted to match
the International Satellite Cloud Climatology Project
(ISCCP) cloud classification (Rossow and Schiffer
1991).

The type of boundary layer aerosol is chosen ran-
domly and with an equal probability within the follow-
ing types: none, rural, urban, oceanic, and tropospheric.
The SBDART model default parameterization and
wavelength dependency are used for this kind of aero-
sol. No stratospheric aerosols are added in the simula-
tions.

This database of spectral radiance curves is then
weighted with the instrument’s spectral response filters
to get the following broadband and narrowband radi-
ances:

CLERBAUX ET AL.

1109

500um

Ly= Lin(A) dA,
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Llw,th = j Lth()\)d)lw()\) dA,
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Lips = J’ Lin(A)b1o5(A) dA,
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500m
Lio= J Ly(M)dio0(M) dX,  and

2.5um

500um
Liz4= f L(M)di34(A) dA, (10)

2.5um

where ¢,,,(A) is the GERB-2 average longwave spectral
response defined by Eq. (3), and ¢g,(A), - .., di34(A)
are the spectral responses of the thermal channels of
the SEVIRI instrument on MSG-1 [available from the
European Organisation for the Exploitation of Meteo-
rological Satellites (EUMETSAT)]. In practice, all the

radiances are expressed in units of W m~2 sr™ .

5. The edition 1 GERB LW unfiltering

a. Narrowband-to-broadband regressions

A set of theoretical regressions has been derived
from the radiative transfer computations to estimate
the broadband (BB) radiances L', and L'y, ;, as a func-
tion of the SEVIRI thermal channel radiances. For this,
second-order polynomial regressions have been
adopted:

Ly =ag+aLey + a)Lgs+aslg; +aslo; + asligs + aclis + azlz4 + asLé.z +agly3Le, + a10L3.3

+ay Lgsles + applgslys+ -

-+ a35L%3.4, and

(11)

LI’w,lh = b() + b1L6.2 + b2L7.3 + b3L8.7 + b4L9.7 + b5L10.8 + b6L12 + b7L13.4 + bSLé.Z + b9L7.3L6.2 + blOL§.3

+ b11L8.7L6.2 + b12Ls.7L7.3 +-

2
-+ b35L1344~

(12)
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TABLE 1. Regression parameters used to estimate the broadband unfiltered and filtered radiance from the seven thermal channels of

SEVIRI. The parameters {a;} and {b;} are derived for VZA = 0°, 5°, 10°, ..., 85°, but because of the limited space the table only
provides values at VZA = 0°, 25°, 50°, and 75°, with a limited number of digits.

Coef VZA = 0° VZA = 25° VZA = 50° VZA = 175°
aylb, 15.328/13.981 15.161/13.831 14.787/13.513 13.876/12.728
a,/b, 19.091/17.795 18.753/17.500 17.370/16.273 12.377/11.486
a,/b, 10.309/9.586 11.152/10.344 14.003/12.940 20.929/19.513
as/bs 2.859/2.355 3.230/2.685 4.339/3.722 5.018/4.627
aylb, 10.124/9.224 10.070/9.171 9.470/8.614 6.406/5.811
aslbs 0.909/0.842 0.928/0.865 1.064/1.010 1.636/1.531
aglbg 1.288/1.325 1.245/1.293 1.075/1.133 1.527/1.467
a,/b; 3.560/3.320 3.513/3.267 3.336/3.072 2.877/2.608
aglbg —4.453/-4.132 —4.784/—4.440 —6.276/—5.836 —15.022/-13.910
aglby —1.787/—1.693 —2.250/-2.116 —3.054/—-2.839 0.164/—0.046
ao/byg 2.756/2.516 2.997/2.744 3.132/2.886 —1.386/—1.110
a,/by, 1.501/1.563 1.145/1.291 0.034/0.446 —2.085/—1.605
ap,/by, 1.976/1.659 2.322/1.927 3.216/2.623 4.911/4.499
a;3/bys 0.882/0.530 0.916/0.517 0.968/0.446 1.013/0.613
a14/b14 0.364/0.459 0.841/0.897 1.834/1.746 4.326/3.847
as/bys —1.789/-1.731 —2.315/-2.216 —3.076/—2.889 —2.088/—1.949
a,6/b16 —1.499/—1.443 —1.586/—1.514 —1.680/—1.564 —0.784/—0.638
a;,/by; 3.626/3.385 3.749/3.501 3.767/3.505 0.432/0.416
a,g/b1g —0.225/-0.239 —0.217/-0.235 —0.172/-0.207 0.285/0.220
ayo/bio —0.451/—0.394 —0.505/—0.441 —0.680/—0.594 —-1.315/-1.220
Ay0/bsg —0.584/-0.567 —0.594/-0.563 —0.597/-0.526 —0.417/-0.392
ay,/b,, —1.195/—1.125 —1.156/—1.091 —0.961/—0.913 —0.332/-0.324
ay/b,, 0.185/0.176 0.181/0.172 0.165/0.154 0.075/0.074
Ay3/bss3 0.553/0.463 0.655/0.542 1.085/0.902 1.762/.612
Ap4/bsy —0.930/-0.832 —0.949/-0.835 —1.055/—0.906 —0.998/-0.971
a55/bys 0.431/0.613 0.435/0.646 0.411/0.692 —0.087/0.138
A56/bsg 0.680/0.667 0.732/0.714 0.810/0.780 0.877/0.807
ay7/b,7 —0.068/—0.066 —0.079/-0.079 —0.109/-0.119 —0.074/—0.081
a,5/b,g —0.084/—0.115 —0.088/—0.124 —0.090/—0.135 —0.018/—0.048
Ay0/bsg —1.480/—1.398 —1.333/-1.268 —0.855/—0.835 0.630/0.574
a30/b3 —0.413/-0.325 —0.559/-0.457 —0.961/-0.829 —1.157/-1.042
a3,/bs, —0.560/—0.457 —0.657/—0.555 —0.906/—0.830 —0.831/-0.865
as,/bs, —0.724/-0.677 —0.745/-0.696 —0.792/-0.735 —0.485/—0.443
a33/bs3 0.276/0.256 0.291/0.270 0.308/0.286 0.199/0.193
A34/b34 0.135/0.096 0.150/0.112 0.211/0.181 0.046/0.056
a35/bss —0.108/—-0.102 —0.105/—-0.097 —0.097/—-0.085 —0.070/—0.057
RMS error W m ™2 sr™! 0.464/0.428 0.461/0.425 0.447/0.412 0.386/0.356
Percent 0.655/0.655 0.658/0.658 0.660/0.660 0.623/0.624

The regression coefficients {a;} and {b;} are estimated
as a best fit on the database of spectral radiance curves
for each VZA = 0°, 5° ..., 85° The fit is performed
over the 4622 earth-atmosphere conditions. These NB-to-
BB conversions are dependent only on the VZA and
are not dependent on the surface type or the cloudiness.
Table 1 provides the coefficients {a;} and {b;} for the
GERB-2 instrument, and the residual root-mean-square
(RMS) error of the fit. To avoid overfitting the data
when Eqgs. (11) and (12) are fit on the simulations, the
SEVIRI NB radiances L, . . ., L34 are randomly mod-
ified with a random noise having Gaussian distribution
with a standard deviation equal to 5% of the average
radiance in the channel. The RMS error associated with
these NB-to-BB regressions is about 0.5 Wm st~ ! (0.7%).

Before fitting Eqgs. (11) and (12) on the simulations,
the NB radiances {L.,} are randomly modified with a
random noise having Gaussian distribution with a stan-
dard deviation equal to 5% of the average radiance in
the channel. This is necessary to avoid the fits exploit-
ing excessively slight correlations between the SEVIRI
channels (overfitting the data). The 5% value is con-
servative limit for the calibration accuracy of the
SEVIRI thermal channels Schmetz et al. 2002).

b. Solar contamination

The small contribution of reflected sunlight observed
within the GERB longwave filter L, must be esti-
mated. For this, a database of radiative transfer com-
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putations in the solar part of the spectrum is used. The
database contains simulations for 750 realistic earth—
atmosphere conditions as described in Part I. Figure 2
gives an illustration of this contamination with respect
to the 0.6-um radiance for the geometry SZA = 0°,
VZA = 50°, and RAA = 90°, where SZA is the solar

zenith angle and RAA is the relative azimuth angle (0°
in the forward direction). For these simulated spectra,
the contamination always presents negative values.

This contribution is estimated as a second-order re-
gression on the three visible channel radiances of the
SEVIRI instrument at 0.6, 0.8, and 1.6 wm:

/ _ 2 2 2
Liysor = ¢o + ¢1Loe T ¢oLgg + ¢zl 6 + culine + csLoglos T coLios T c7L1 6Los T sy 6los T ¢oLlies

where the coefficients of the regression {c;} are depen-
dent on the SZA. Table 2 provides the {c;} values at
SZA = 0°,10°, ..., 80°. Before fitting Eq. (14) on the
database of simulations, the simulated NB radiances

(13)

are randomly modified by a Gaussian noise having a
standard deviation equal to 5% of the average radiance
in the channel. The performance of the regression is
assessed in the next section.

TABLE 2. Regression parameters {c;} used to estimate the solar contamination in the GERB-2 LW channel.

RMS W

SZA Co [ cy c3 Cy Cs C ¢y Cg Cy m2sr!
0° —0.04092 -0.02797 -0.05608 —0.00197 0.00038 —0.00077  0.00012 —0.00088  0.00025 —0.00018  0.046
10° —0.03727 —0.02910 —0.05530 -—0.00456 0.00035 -0.00050 —0.00023 —0.00139 0.00145 -0.00046 0.044
20° —0.03811 —0.03002 —0.05304 -0.00836 0.00038 —0.00050 -—0.00034 -—0.00140 0.00136 0.00046  0.042
30° —0.03778 —0.03025 -—0.05222 —0.00888 0.00043 —0.00057 —0.00044 —0.00155 0.00156 0.00062  0.039
40°  —0.03587 -—0.03097 -0.04827 —0.01949 0.00058 —0.00097 -—0.00036 -—0.00110 0.00012  0.00443  0.037
50° —0.03474 -0.03071 -0.04548 —0.03431 0.00078 —0.00163 —0.00002 -—0.00089 -—0.00177 0.01217  0.034
60° —0.02893 -0.03147 —0.04687 —0.02704 0.00070 —0.00140 -0.00050 —0.00042 0.00199  0.00330 0.033
70°  —0.01866 —0.03399 -0.04176 —0.03700 0.00106 -0.00111 -0.00264 -—0.00288 0.00708  0.00605  0.022
80° —0.01112 -0.03229 -0.04482 —0.03705 0.00226 -0.00797 0.00371  0.00620 —0.00638 0.01312  0.012
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Fi1G. 3. (left) Theoretical unfiltering factor and (right) unfiltering error e (%) for a viewing zenith
angle of VZA = 0°, 40°, and 80°.

6. Theoretical assessment of unfiltering errors

In the following sections, the different sources of er-
ror that affect the unfiltering process are addressed us-
ing the radiative transfer simulations. All the errors are
expressed as the difference between the estimated and
the actual unfiltered radiances. So, positive (negative)
error means that the unfiltering process overestimates
(underestimates) the resulting BB unfiltered radiance.

a. Unfiltering regressions

Although the SEVIRI NB-to-BB theoretical regres-
sions in Egs. (11) and (12) are affected by an RMS er-
ror of about 0.45 W m ™2 sr™! or 0.7% (Table 1), the
unfiltering error is expected to be much lower. This
assumption must be verified on the database of simu-

lations. For each simulation L, (A), the broadband ra-
diances L, and L, and the narrowband radiances
L¢o, Lo, ..., L5, are computed with Egs. (10). The
unfiltering error for this simulated scene is then evalu-
ated as

’
L Lin
1w, th L ' -
1w,th

Ly,

L

€(%) = 100.0 , (14)
where Ly, and Lj,, are the BB radiances estimated
from the SEVIRI NB radiances through Egs. (11) and
(12). Figure 3 shows scatterplots of the unfiltering fac-
tor ay,, (left) and of the unfiltering error € (right) versus
L, at three viewing zenith angles. Figure 3 also pro-
vides the unfiltering bias (the average of the unfiltering
error) and RMS error:
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TaABLE 3. Unfiltering error according to scene type for the
VZA = 0° simulations.

(L) W Bias W RMS W
Scene type mZsr! mZsr ! (%) m2sr! (%)
Clear sky 813 —0.0009 (—0.0011) 0.0343 (0.0422)
Cumulus 788 —0.0106 (—0.0134) 0.0452 (0.0574)
Stratocumulus 738 0.0103 (0.0140)  0.0300 (0.0407)
Stratus 723 0.0174 (0.0240)  0.0209 (0.0288)
Altocumulus 70.6 —0.0265 (—0.0375) 0.0549 (0.0778)
Altostratus 60.4 0.0022 (0.0036)  0.0223 (0.0370)
Nimbostratus 59.4 0.0085 (0.0144)  0.0146 (0.0245)
Cirrus 571 —0.0456 (—0.0798) 0.0779 (0.1366)
Cirrostratus 433 —0.0096 (—0.0223) 0.0237 (0.0547)
Deep convection  41.5 —0.0013 (—0.0031) 0.0095 (0.0230)
1 X
bias = — . &, (15)
NS
1 N
rms = — 2 (¢; — bias)?, (16)
NZ=H

where the summation is done on the N = 4622 simula-
tions. Figure 3 shows that the unfiltering does not in-
troduce significant error. The RMS error of the unfil-
tering process is about 0.05%. However, an unfiltering
error of up to approximately —0.5% (i.e., an underes-
timation) is observed for some cloud conditions. Table
3 gives the unfiltering error according to the ISCCP
cloud classification. The largest error is observed for
high and semitransparent (cirrus) clouds. However,
even in this case the bias and the RMS errors remain
very small (bias <0.05 W m ™2 sr! and RMS <0.08 W
m~ s h).

b. Estimation of the solar contamination

The RMS error on the estimated solar contamination
in the GERB-2 SW channel is estimated from the da-
tabase of solar simulations. Figure 4 shows the scatter-
plot of the error (L'}, so1 — Lywso1) according to the L,
for the SZA = 0°, VZA = 50°, RAA = 90° geometry.
The error can reach up to £0.2 W m~2 sr™! for reflec-
tive scene simulations. The RMS of this error is 0.046 W
m~ 2 sr™!, which is, surprisingly, the same order of mag-
nitude as the LW unfiltering error.

In general, the contamination is slightly overesti-
mated for the cloudy scenes. As the contamination is
subtracted, this leads to a small underestimation of the
unfiltered thermal radiance. For the reflective desert
scenes, the opposite error is observed.

c. Subtraction of the solar contamination

As stated in section 3, the implementation of the
edition 1 GERB data processing does not properly
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compensate for the solar contamination in the GERB
LW measurement. This introduces a small error e,
which is the difference between Egs. (8) and (9):

=L Iw ’ Ll
- Lang ' — L ’
L]w,th + Llw,sol L]w,th

!
W Llw,sol

€ 17)

Let By, = L/Lj, be the ratio between the actual and
NB-to-BB estimated longwave radiance. Equation (17)
reduces to

’
1w,sol

€= Lip(1 = Biw) (18)

L 1w, th

The largest errors are then expected for highly re-
flective scenes (i.e., high Lj,, values) for which the
LW NB-to-BB regressions are inaccurate (B, # 1).
Figure 5 shows the distribution of the error € given by
Eq. (18) evaluated on actual GERB and SEVIRI data
from 1200 UTC 19 November 2006. On these data, er-
rors up to 0.13 W m ™2 sr™ ! are observed. In average the
error is 0.013 W m 2 st !, and the standard deviation is
0.016 Wm Zsr ',

d. Sensitivity to SEVIRI absolute calibration

The impact of SEVIRI instrument absolute calibra-
tion on the GERB unfiltering must be assessed. The
calibration of the SEVIRI thermal channels will impact
the estimation of the unfiltering factor o, while the
calibration of the solar channel will affect the estima-
tion of Ly, .. To assess this, the effects of changing the
SEVIRI channel calibration by —5%, 0%, and +5%
have been simulated.

For the unfiltering point of view, the worst case oc-
curs when some thermal channels have a +5% change
while others have —5% change. An overestimation of
the GERB unfiltering factor by 0.09% is observed for
—5% on 6.2-, 7.3-, 12-, and 13.4-um SEVIRI channels
and +5% on 8.7-, 9.7-, and 10.8-um channels.

For the estimation of the reflected sunlight contami-
nation via Eq. (14), the worst case is observed when the
0.6-, 0.8-, and 1.6-um SEVIRI channels are decreased
by —5%. In this case, the estimate L, is underesti-
mated by 5%. As the sunlight contamination can reach
up to —2.5 W m ™2 sr™! for very reflective scenes, the
error on the unfiltered thermal radiance is € = 0.14 W
m ™2 sr™ ', This is a small relative error for typical scenes
(Ly, ~100 W m 2 sr™ 1), but it can represent 0.5% of the
signal for a very cold cloud (L, ~25 Wm ™ 2sr ). The
use of calibrated GERB shortwave observations could
improve the estimate of the L, ;, contamination, but a
constraint in the implementation of the data processing
system prevents us from doing this.
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FIG. 4. Theoretical error in the estimation of the LW solar contamination for the SZA =
0°, VZA = 50°, and RAA = 90° simulations.

e. Mixed-scene pixels

The relation between the broadband radiance and
unfiltering factor is highly nonlinear, as illustrated in
Fig. 3. The clear-sky warm scenes and the very cold
cloud scenes have higher unfiltering factor (o, ~1.087)
than the temperate cloudy scenes (o, ~1.082 for Ly,
~60 W m~2 sr'). So, in the hypothetical case of a
footprint half covered by very cold cloud and half cov-
ered by warm clear-sky scene, the observed radiances
will have a medium value and the unfiltering factor will
be underestimated by up to 0.5%. For this reason, the
GERB unfiltering is realized over boxes of 3 X 3
SEVIRI pixels instead of the instrument native foot-
print of 45 km. This approach is well suited for the
GERSB instrument, as the large GERB footprints may
contain a mixture of scenes having different unfiltering
factors.

We used SEVIRI data to evaluate the statistic of
unfiltering factor at different spatial resolution (3 km X
3km, 9 km X 9 km, and 45 km X 45 km). As expected,
the worst case was found to occur for mixed pixels. In
this case, if the unfiltering was done at the 45-km
GERB footprint resolution, the error would have
reached 0.14%. For the same condition, the error is,
however, negligible (¢ << 0.03%) when the unfiltering is
realized at the 10-km resolution.

f- Pixel-to-pixel variability

Each line in the GERB level 1.5 SW and TOT image
is obtained with a distinct detector element. The LW

unfiltering implemented for edition 1 of the GERB
level 2 products is based on the average spectral re-
sponse defined by Eq. (3). We do not expect a signifi-
cant difference in the spectral response of the detectors.
The quantification of the error introduced by this as-
sumption is not obvious. Indeed, the accuracy of the
instrumental characterization of the spectral response
at the detector element level is not sufficient. For the
SW channel, the study (Mlynczak et al. 2006) of the
pixel-to-pixel variability by cross comparison with
CERES radiance at the GERB detector level is an on-
going activity. It should also be noted that the current
implementation of the ground processing software does
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F1G. 5. Error introduced on the thermal radiance because of the
incorrect subtraction of the solar contamination in the LW chan-
nel.
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not allow a detector-level unfiltering. The LW radi-
ances are indeed obtained from a spatial interpolation
of the TOT channel images, and therefore cannot be
associated with a single detector.

7. Intercomparison with the CERES unfiltered
radiances

Cross comparisons between GERB edition 1 and
CERES data have been made for two weeks in 2004
(21-27 June and 11-17 December). These periods have
been selected as covering special observation cam-
paigns when the CERES FM2 instrument has been op-
erated in “GERB” scanning mode to optimize the num-
ber of coangular observations. The latest editions of the
CERES Single Scanner Footprint (SSF) data for the
FM2 and FM3 instruments have been used: edition 2B
for FM2 and edition 1B for FM3.

For each GERB averaged rectified geolocated (ARG)
pixel LW unfiltered radiance, the average correspond-
ing CERES value within the pixel is evaluated by av-
eraging all the CERES data with observation times
within 170 s of the ARG time integration period and
with angles between the GERB and CERES directions
of observation smaller than 5°. The numbers of such
collocated and coangular observations is 60 989 for the
FM2 and 21 557 for the FM3. The value of the special
GERB scanning mode employed by FM2 is obvious in
the extra matches obtained with this instrument.

For the scene-type analysis, the ratio of the mean
GERB and mean CERES LW unfiltered radiance is
evaluated in bins of 10 W m 2 sr ! of GERB unfiltered
radiance. Figure 6 shows this ratio for the twvo CERES
instruments and for day and night conditions. Within
each GERB radiance bin, the uncertainties on the ratio
is evaluated as i3/\/Naceres/;Lceres, where N is the
number of observations; and o and ... are the stan-
dard deviation and the average values of the CERES
distribution, respectively.

For FM3, the day and night ratios are very consistent.
For FM2, higher GERB/CERES ratios are observed
during the day than during the night. However, it is
thought that this discrepancy is coming from the
CERES side. Indeed, the FM2 instrument has been op-
erated for a long time period in rotating azimuth plan
(RAP) scanning mode, and this mode is known to ac-
celerate the deposition of contaminant on the SW
quartz filter. This results in a daytime underestimation
of the CERES LW radiance that is going to be cor-
rected in the future edition 3 data of the CERES
dataset. The CERES team is currently working at the
production of an edition 3 database that should remove
most of the instrument spectral response ageing.
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Figure 6 shows that the scene-type dependency is
quite limited. The GERB/CERES ratio exhibits a mini-
mum value for temperate scenes with radiances of
~60 W m~? sr ', This minimum value probably results
from the fact that the theoretical errors in the GERB
and CERES unfiltering have opposite signs for cloudy
scenes. The CERES LW radiances are expected to be
slightly overestimated for cloudy scenes (Loeb et al.
2001), while GERB is expected to underestimate the
radiance over high semitransparent clouds (see Fig. 3
and Table 3). Higher relative uncertainty affects the
intercomparison for the coldest bins (high-level clouds
with L < 50 W m 2 sr™'). The FM2 intercomparison
indicates, however, a good absolute agreement in this
case.

All scenes together, the GERB/CERES ratios are
0.993 = 0.001 for the FM2 and 0.982 + 0.002 for the
FM3.

8. Summary

The new GERB instruments measure SW and TOT
filtered radiances that must be converted to unfiltered
reflected solar and emitted thermal radiances—and
later corresponding fluxes—for scientific usages. The
unfiltering method for the GERB-2 edition 1 synthetic
longwave channel is presented. The method takes ad-
vantage of the spectral information available from the
SEVIRI multispectral weather imager that is on the
same satellite platform. The unfiltering is realized
through a set of regressions that links the unfiltering
factor to the NB thermal channels of SEVIRI. The re-
gressions’ coefficients are derived from a large database
of radiative transfer computations. The theoretical er-
ror analysis shows that the instantaneous unfiltering er-
ror is always small, with an RMS error of about 0.05%.
A larger unfiltering error is observed for some kinds of
cloudiness, for instance, up to 0.08% RMS error for
cirrus cloud. During the daytime, the solar contamina-
tion in the LW channel is estimated with a regression
on the SEVIRI visible channel radiances. The RMS
error on this estimate is also low, having the same mag-
nitude as the unfiltering error. The uncertainty intro-
duced on the unfiltered radiance is the sum of these two
contributions.

The impact of the SEVIRI channel absolute calibra-
tion is assessed assuming a 5% uncertainty on the NB
measurements of the SEVIRI instrument. In the worst
case, this uncertainty introduces an error of 0.26 W m 2
st ! on the GERB unfiltered thermal radiance. Half of
this error comes from the estimation of the solar con-
tamination and half from the unfiltering itself.

The intercomparisons with CERES observations
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Fic. 6. GERB/CERES LW unfiltered radiance ratio for (top) FM2 and (bottom) FM3.

provide additional confidence in the unfiltering and on
the absolute calibration of both instruments. All scenes
together, GERB unfiltered radiances are lower than
CERES by 0.7% for FM2 and 1.8% for FM3. The
agreement is good for FM2, while for FM3 it is just out
of the cumulated calibration uncertainties objectives,
which are 1% for GERB and 0.5% for CERES. The
scene-dependent variation of the GERB/CERES ratio
is explained by the unfiltering error of opposite sign for
the two instruments’ data for cloudy scenes.

In contrast to the solar reflected radiances (Part I),
this evaluation of the emitted thermal radiances shows
no evidence of significant error affecting either the
GERB LW spectral response curve or the LW unfilter-
ing and subtraction of the solar contamination.
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